
AI Literacy Framework
A foundation of AI Literacy begins with faculty members educating themselves and talking with students about AI. Whether or not you decide to build AI engagement into your course, your students need guidance on the "why" and "how" of your approach. 
Instructors may benefit from following a workflow starting with:
Applying AI to their discipline, 
Educating their students about AI, and then working through 
Ethics questions and solutions.
Application
The Application component of AI literacy includes:
Experimentation: Experimenting with AI prompt engineering.
Collaboration: Co-creating with AI on work, emphasizing appropriate usage as well as transparent citation and disclosure of AI use.
The table outlines key Application competencies for instructors and students.
	For Instructors
	For Students

	Instructors can use GenAI tools to co-create learning materials, such as worksheets, assignments, test questions, rubrics, visual aids, presentations, and more; however, instructors will need to further develop or customize what is generated to ensure it is applicable and effective.  
	With instructor permission, students can use GenAI tools to generate content/materials for assigned coursework or use it as a tutor for feedback or guidance; however, they will need to ensure that the assistance is applicable and truly helpful. 

	Instructors should determine if a GenAI tool is really needed for a particular task and, if so, the most appropriate GenAI tool to use.
	If GenAI usage is permitted, students should determine if it is really needed for a particular task and which tool(s) are most appropriate.

	Prompts should be specific and clear, which can be achieved via practice, applying follow-up prompts, and using frameworks like COSTAR (Context, Objective, Style, Tone, Audience, Response).
	Prompts should be specific and clear, which can be achieved via practice, applying follow-up prompts, and using frameworks like COSTAR (Context, Objective, Style, Tone, Audience, Response).

	To ensure learning materials co-created with GenAI are effective and relevant, instructors should establish a prior understanding of the content and learning outcomes to assess student learning (see Education).
	To ensure outputs from GenAI are effective and relevant, students should establish prior knowledge of the content or skill, understand the learning objectives they need to demonstrate, and work with GenAI in a way 
to boost the quality of their work and learning (see Education).

	Certain GenAI tools can help instructors adapt their materials to make them more accessible and/or engaging, such as adding audio or visual components.
	Certain GenAI tools can help students learn and demonstrate their learning in a medium that best suits their needs (i.e., audio components, visual aids, presentations, music, etc.).

	Instructors can use a variety of GenAI tools with distinctive applications (a multimodal workflow) to maximize co-creations with GenAI.
	With instructor permission, students can use a variety of GenAI tools with distinctive applications (a multimodal workflow) to maximize co-creations with GenAI.

	Instructors should model and teach students how to cite AI-generated content to reinforce ethical practices in content creation and source attribution.
	Students should appropriately cite any AI-generated content to apply ethical practices in content creation and source attribution.


Education
The Education component of AI literacy includes:
Foundational skills first: Prioritizing the human skills and disciplinary competencies developed in your courses.
Analyzing the output: Practicing the use of AI in your discipline to support human learning and critically assessing AI output for accuracy and quality.
The table outlines key Education competencies for instructors and students.
	For Instructors
	For Students

	Depending on the subject matter and learning objectives of a course, instructors should guide students in their ability to learn and produce work without the assistance of GenAI as well as guide them with how to appropriately navigate GenAI tools to help them improve the quality of their work and critically think about the outputs of AI.   
	For the sake of building and expanding upon important skills needed for education and the workforce, students should prioritize their ability to learn and produce work without the assistance of GenAI as well as learn how to use the tools to help them improve the quality of their work and critically think about what they create with it.   

	Instructors should have conversations with students regarding the pros and cons of using GenAI to aid them in their learning and coursework.
	Students should learn the pros and cons of using GenAI to aid them in their learning and coursework.

	Since AI tools will be used in the workforce, instructors should encourage appropriate exploration of GenAI tools and knowledge of AI Literacy so that students understand the ways the tools can function to help them, how to prompt GenAI tools effectively and safely (see Ethics), and how to critically analyze the outputs (see Ethics).
	Students should learn about safety/privacy ramifications of using GenAI tools (see Ethics) and—with an instructor’s guidance/permission—explore it to understand its capabilities and ways to help them, how to execute effective prompt engineering, and how to critically analyze the outputs (see Ethics).

	Since students may use GenAI tools for academic assistance (even without permission), instructors must be intentional about creating meaningful assignments that are high on Bloom’s taxonomy and that emphasize processes to best ensure learning.
	Students should value the process of learning just as much (or even more!) than the outcome/product they produce for an assignment—with or without assistance from GenAI—and make concerted efforts to ensure they are achieving the intended learning outcomes.

	Educators must help students understand the basics of how GenAI tools work, including an awareness that the work it generates may be inaccurate, biased, and not the best quality (see Ethics). 
	Students should understand the basics of how GenAI tools work and understand that what they create with it should be checked for accuracy, bias, and quality to apply appropriate adjustments (see Ethics).

	Instructors should model/demonstrate how they use AI with their work as well as appropriate (or inappropriate ways) in which students might use GenAI for their current and future course work, professional, and personal applications.
	For the sake of their academic and professional careers, students should perceive and use GenAI tools as enhancements for learning and aids for creating versus merely consuming it as a resource that generates content and mimics learning and basic productivity.


Ethics
The Ethics component of AI literacy includes:
Bias checking: Analyzing AI outputs for bias.
Awareness of harm: Discussing and analyzing the privacy, legal, social, economic, environmental, and moral impacts of AI use. Supporting informed and ethical decisions around AI use.
The table outlines key Ethics competencies for instructors and students.
	For Instructors
	For Students

	Before asking students to use a GenAI tool for coursework, instructors should be aware of the ways students’ privacy and safety can be affected and inform students of these concerns. Students should be able to opt out of using any GenAI tool not vetted by the institution’s ITS department.
	Students should be aware of the various ways their privacy and safety can be affected by certain GenAI tools. They should consider asking for an alternative assignment if they are uncomfortable with using any GenAI resource that raises such concerns.

	Before using a GenAI tool for any grading processes or data collection, instructors should consider any privacy or safety violations that may incur from using it. Instructors should abide by FERPA guidelines and other privacy protocols established by their academic institution.
	Before using a GenAI tool for assistance on an assignment, students should consider possible copyright violations they might be committing by uploading/inputting contents from a published resource or an instructor’s materials. 

	Instructors should not fully rely on AI Detection tools to evaluate suspicious course work as such tools can be inaccurate and can lead to discrimination for non-native language speakers or those with atypical syntax or verbal communication patterns.  
	Students should not use GenAI tools to assist them with their studying or assignments without getting explicit permission from their instructor to avoid academic misconduct. 

	Instructors should critically analyze any works co-created with GenAI to troubleshoot and prevent biases as well as inaccuracies and should guide their students to do the same.
	Students should critically analyze any works co-created with GenAI to troubleshoot and prevent biases as well as inaccuracies.

	When using GenAI, it is important to consider the ethical implications, such as copyright violations the AI developer may have committed and to make students aware of this issue.
	When using GenAI, it is important to consider the ethical implications, such as copyright violations the AI developer may have committed.

	Before using a GenAI resource, it is important to ensure the AI Developer does not apply exploitative labor practices and to make students aware of such possibilities.
	Before using a GenAI resource, it is important to ensure the AI Developer does not apply exploitative labor practices.

	When using GenAI, it is important to consider the environmental impact an AI tool may have and to make students aware of this issue. 
	When using GenAI, it is important to consider the environmental impact an AI tool may have.
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